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Abstract 

There are three nonparametric regression approaches, namely 

parametric, nonparametric, and semiparametric regression. 

Nonparametric regression allows the response variable to follow a 

different curve from one predictor variable to another. In paired data, 

the components of the predictor variables and response variables are 

assumed to follow unknown data patterns, so they can be approached 

with kernel-based regression models and Fourier series. The basic 

components are approached with kernel functions and Fourier series 

functions. Errors are assumed to be normally distributed with zero 

mean and constant variance. The originality of this research is to obtain 

a mixed kernel and Fourier series model estimator and then apply it to 

poverty data in Bali Province. The research stage method begins with a 

nonparametric regression model estimator based on kernel and Fourier 

series. The next step is to research the regression curve estimation and 

obtain lemmas and theorems. The results of the function estimation are 

highly dependent on the bandwidth, smoothing, and oscillation 

parameters. In the application to the case of real data, the resulting 

model gives an R2 value of 0.6278, meaning that the variables used can 

explain the model by 62.78 percent. From the modeling results 

obtained, the Open Unemployment Rate has a positive effect on the 

percentage of poor people in Bali. 

 

Keywords: Fourier Series, Kernel, Nonparametric Regression 

Modelling 

 

 
© 2024 by the author(s) 

This article is an open access article distributed under the terms and 

conditions of the Creative Commons Attribution (CC BY) license 

(https://creativecommons.org/licenses/by/4.0/). 

 

INTRODUCTION 

Regression analysis is one analyzes in Statistics that is used to investigate functional 

relationship pattern between two or more variables (Choerunnisa, Dewi, & Bariklana, 2021). There are 

three approaches in estimating the regression curve, namely the parametric regression approach, 

nonparametric regression and semi-parametric regression (Hidayat et al., 2020; Kusuma, 2020; 

Suwarni, 2021; Dessi & Shah, 2023; Helida, Ching, & Oyewo, 2023). In practice, the functional 

relationship pattern between the response variable and the predictor variable is often not known . In this 

condition, of course, the parametric regression model is not suitable to use (Ahmad & Asaad, 2024). 
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Nonparametric regression model is good to be used for data patterns of unknown form. Nonparametric 

regression has high flexibility, where the data is expected to find its own estimated form of the 

regression curve without being influenced by the researcher’s subjectivity (Eubank, 1999). 

There are many types of estimators in nonparametric regression model, such as kernel, splines, 

local polynomial, wavelets, neural network, machine learning, Fourier series (Wang & Ke, 2009; 

Respati, Isram, & Kusrini, 2022; Yohanie et al., 2023; Almufti, Hani, & Zeebaree, 2024; Cadiz, 

Manuel, & Reyes, 2024; Kalluçi, 2024; Zakiyah, Boonma, & Collado, 2024). Several studies regarding 

esti-mators have been carried out by several researchers (Zeng, 2019). Research on spline estimators 

has been carried out by other researchers such as (Mariati, 2021) Research on local polynomial 

estimators was conducted by (Berlinet, 2004). Research on the wavelet estimator was carried out by 

(Osmani, 2019). Research for the Fourier series estimator was carried out by several researchers, such 

as (Yilmaz, 2020).  The latest method regarding kernels, namely Quick and Simple Kernel Differential 

Equation Regression Estimators for Data with Sparse Design has been developed by Nonparametric 

regression research continues to be developed by researchers (Ge & Braun, 2024). These studies 

generally use the same method for all predictor variables. Even though, these variables do not 

necessarily have the same data pattern. For this reason, it is necessary to develop mixed nonparametric 

regression to answer these problems. Previous researchers who have developed two types of mixed 

estimators in nonparametric regression are (Nurcahayani, 2021) involving Fourier series and 

multivariable truncated splines, (Lu, 2020) involving truncated splines and kernel, (Cheng, 2018) 

involving kernel and multivariable truncated linear splines and (Cheruiyot, 2020) involving truncated 

splines and multivariable kernel. The purpose of this research is to perform kernel-based nonparametric 

regression modeling and Fourier series. Further-more, it will be applied to the poverty percentage data 

in the Bali province. The originality of this research is the application of household data using a 

nonparametric regression mixed of kernels and fourier series in cross section data analysis. 

The mixed kernel and Fourier series estimator is a method for estimating or approximating 

functions by combining two main techniques, namely kernel (from the kernel smoothing or kernel 

regression method) and Fourier series (to represent periodic functions). This method is commonly used 

in machine learning or data analysis to handle non-linear and complex data. Here is an overview of the 

two main components:  

1. Kernel Estimation: This technique is used to estimate the probability distribution function or 

non-parametric regression (Linke et al., 2024). Kernel function is a weighting function used to 

calculate the average value of data around an estimated point (Funke, 2024). Some popular 

kernel functions include Gaussian, Epanechnikov, and Uniform kernels. Kernel smoothing is 

one of the popular techniques for dealing with non-linear regression problems, where estimation 

is done by giving greater weight to data that is closer to the estimated point. 

2. Fourier Series: Fourier Series is a method for representing periodic functions in the form of a 

combination of sine and cosine functions. In function estimation, Fourier series can be used to 

handle data that has cyclical or periodic properties. Fourier series effectively breaks down a 

signal into its component frequencies, which can provide important insights in the analysis of 

signals or repetitive data. 

Mixed Kernel and Fourier Series Estimators: Combining these two approaches means 

harnessing the power of kernel smoothing in handling non-linear data while using Fourier series to 

capture the periodic components of the data. General Steps: Data Representation: The data is 

approximated using a Fourier series to capture periodic patterns. Kernel Smoothing: the function 

generated from the Fourier series is then smoothed using a kernel to handle non-linear variations in the 

data. Benefits: Can handle complex patterns in data that involve both periodic and non-linear 

characteristics. This estimator is best suited for data that has both high and low frequency components 

simultaneously. This approach provides great flexibility in function estimation for data with complex 

structures. 

RESEARCH METHOD 

The data used in this research is data from the Badan Pusat Statistik (BPS) Indonesia. The data 

is the used research variable in this research is the response variable (Y), namely the percentage of poor 

people in 2020. Based on the obtained data and information, the predictor variable (X) in this research is 

the average length of schooling (X1), Open Unemployment Rate (X2) and Literacy Rate (X3). Badan 

Pusat Statistik (BPS) Indonesia uses the concept of basic needs approach in measuring poverty. By 
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using this approach, poverty is seen as an economic inability to meet basic food and non-food needs as 

measured by expenditure. The Poverty Line is the sum of the Food Poverty Line and the Non-Food 

Poverty Line. People who have an average expenditure per capita per month below the Poverty Line are 

categorized as poor, while the percentage of poor people is the percentage of people who are below the 

Poverty Line (BPS, 2012). 

The research steps are as follows: 

1. Determine the next kernel function, estimate the parameters contained in the function. 

2. Determine the next fourier series function, estimate the parameters contained in the function. 

3. Combine the kernel function and fourier series, estimate the combined parameters. 

 

There is given a pair of independent observation (vi, yi), i = 1,2,...,n, where yi is the response 

variable, while vi is the predictor variable. The yi and vi relationship can be modeled functionally in the 

form: 

yi  =  g(vi) + i , (1) 

where the regression curve g(vi) is a curve of unknown form. The g(vi)curve in model (1) can be 

estimated using the Nadaraya-Watson kernel estimator. As a result: 
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where 
)(ˆ vg  is the kernel regression estimation function and it is the bandwidth width. 

Function 
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where 
( )ivvK −  is kernel function 
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In this research , the used K is a Gaussian kernel function, with the equation 
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The Fourier series estimator in nonparametric regression is generally used when the pattern of 

the investigated data is unknown and there is a tendency to be repeated, because the Fourier series 

function is a continuous function, so it can be approximated by the T function, where: 

ktaabttT
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k cos
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)(
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++=

 (3) 

with the k is the oscillation parameter. 

4. Model of factors influencing poverty using the mixed kernel and fourier series parameter 

estimation method. 

RESULTS AND DISCUSSION 

This research uses secondary data from the Central Statistics Agency (BPS) of year 2020; with 

the observation units are all nine regencies/cities in Bali Province. The used research variable in this 

research is the response variable (Y), namely the percentage of poor people in 2020. Based on the 

obtained data and information, the predictor variable (X) in this research is the average length of 

schooling (X1), Open Unemployment Rate (X2) and Literacy Rate (X3). The research stage begins with 

the introduction of kernel-based nonparametric regression and the Fourier series models. The next step 

is to research the estimation of regression curve, the regression curve estimator, bandwidth selection, 

smoothing parameter and optimum oscillation parameter. The final step is to apply the model to data on 

the percentage of poor people in Bali Province. 
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Estimation of Kernel-Based Nonparametric Regression and Fourier Series Models 

There is given paired data 
( )

12121 ,,...,,,,...,, ytttvvv qiiipiii  i = 1,2,.. ,n which has an assumed 

relationship to follow a nonparametric regression model. The variables are the predictor variables and y, 

which are the response variables. The form of nonparametric regression model is 

( ) iqiiipiiii tttvvvy  += ,...,,,,...,, 2121  

= 
( ) iitv  +,1  (4) 

where 
( )',...,, 21 piiii vvvv =

and 
( )',...,, 21 qiiii tttt =

. The shape of the regression curve in model 

is assumed to be unknown and the curve is smooth in the sense of being continuous and differentiable. 

Random errors i  are normally distributed with E
( )i = 0 and Var 

( )i  = 
2 .In addition, the 

regression curve 
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 is assumed to be additive, so it can be written in the form 
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The main problem with the nonparametric regression curve estimator is obtaining the shape of 

the regression curve estimate 
( )itv ,1
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curve 
( )jij vg

 is approximated by a kernel function and the regression curve 
)( sis th

 is 

approximated by a Fourier series function. 

Lemma 1. If the kernel function component in equation (5) is estimated with the estimator 

component in equation (2), then 
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With a vector of 
( )jj vg

j
ˆ

 in size n x 1, y vector in size n x l, and matrix ( )V  in size n x n 

Lemma 2. If the components of the Fourier series function in equation (5) are approximated by 

equation (3), then 

( ) XaT
1

=
=

s

q

i

s t

 (9) 

where X = [X1, X2, … Xp]. 
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With a vector 
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With an X matrix in size
( )2n M +

, and as vector in size 
( )2 1M + 

. 

One of the optimization methods in statistics is the Penalized Least Squares (PLS) method. This 

method combines the goodness of fit with the penalty function which both of them is controlled by the 

smoothing parameter. The PLS method can be written as follow: 
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where R(a) is the goodness of fit, the penalty function of 
( )( )sis tTJ

 and the smoothing 

parameter s . 

Lemma 3. If the regression model is given by equation (4), the kernel function is given by 

Lemma 2.1 and the Fourier series function is given by Lemma 2.2, then the goodness of fit function is 

R(a) = 
( )( ) 21 XayV-I −−n

 (13) 

Where, I is an identity matrix of size n x n. 

Lemma 4. If the Fourier series function is given by Lemma 2, then the penalty function and 

smoothing parameter for the PLS method are 

( )( )
=

q

s
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
 = a’D()a (14) 

where D() = diag (D1() D2()  … Dp()) and Ds() = diag (0  0  s14 s24 … sM4). The D() 

matrix is (p x (M + 2)) x (p x (M + 2))  and the D() matrix is (M + 2) x (M + 2). 

Theorem 1. If the goodness of function is given by Lemma 3 while the penalty function and 

smoothing parameter are given by Lemma 4, then the estimation for parameter a is obtained from 

optimization: 
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Q(a) = 
( )( ) 21 XayV-I −−n

+ a’D()a 

Theorem 2. If the estimate parameter a is given by Theorem 1 then the new nonparametric 

regression estimator ( )ii t,vμ  is given by 
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The matrix V() is given by Lemma 2.1, the matrix X is given by Lemma 2 and I is the identity 

matrix. 

Lemma 4. If the estimator
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Nonparametric regression curve estimators of Kernel basis and Fourier series 
( )iiM t,v,,μ̂   are 

highly dependent on bandwidth, M oscillation parameter, and smoothing parameter. This research  uses 

the Generalized Cross Validation (GCV) method to obtain the optimum bandwidth, oscillation 

parameter M, and smoothing parameter, as follows: 

GCV(,,M) = 
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Modeling the Percentage of Poor Population in Indonesia Using Kernel Nonparametric Regression 

and Fourier Series 

The percentage of poor people in Bali in 2020 reached 11.47 percent. There were 8 

regencies/cities that have a high percentage of poor people compared to other regency, namely 

Karangasem (19.27 percent), Klungkung (18.01 percent), Jembrana (17.75 percent). The average 

percentage of poor people for the three regencies was 18.3 percent. The predictor variable of the 

average length of schooling is obtained 7.80, open unemployment rate obtained an average of 5.65 and 

Literacy Rate obtained an average of 88.74. 

Furthermore, a GCV comparison was also carried out to determine the predictor variables 

following the kernel regression and the Fourier series. Of all possibilities, the minimum GCV is 

obtained if the kernel components are X1, X3 and the Fourier series component is X2. Thus, the data of 

poor people percentage is approximated by a kernel-based nonparametric regression and Fourier series. 

There are predictor variables for average length of schooling and Literacy Rate approximated by the 
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kernel function, while the predictor variable for open unemployment rate is approximated by the Fourier 

series function. Furthermore, variables which are approximated by the kernel function are symbolized 

by v and variables which are approximated by the Fourier series function are symbolized by t. A 

complete list of each predictor variable can be seen in Table 4.1 

 

Table 1. Used Predictor and Approaches Variables 

No Predictor Variables Approaches Symbol 

1 Average Length of Schooling Kernel Function v1 

2 Open Unemployment Rate Fourier Series Function t1 

3 Literacy Rate Kernel Function v2 

 

Determination of bandwidth values, smoothing and oscillation parameters also uses GCV value 

comparison. The following is a comparison table of GCV values for each model with oscillation 

parameters 1, 2, 3, 4 and 5.  

 

Table 2. Comparison of GCV values for the model with oscillation parameters 

No. 1 2  M GCV 

1 0,047 4,146 10-3 1 42,888 

2 0,047 4,146 10-3 2 43439 

3 0,047 4,146 1 3 43,617 

4 0,047 4,146 10-3 4 43,063 

5 0,047 4,146 10-3 5 43,419 

Based on Table 2, the minimum GCV is 42.888, so that 1 = 0.047; 2 = 4.146; M = I and  = 

10-3. Estimation of the Fourier series components is presented in Table 3 below. 

 

Table 3. Estimation of the Fourier Series Components 

Parameter E() a0() a1()  

Estimation -0,148 2,140 1,799 0,001 
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follows: 
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Model for data pattern that follows the Fourier series curve can be interpreted. Meanwhile, the 

data pattern that follows the kernel function cannot be interpreted. The following is a model for the 

Open Unemployment Rate variable: 
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Therefore, by assuming that other than constant Open Unemployment Rate data, when the Open 

Unemployment Rate increases by 1 point, the percentage of poor people will increase by 1.90 percent. 

Modeling data on the percentage of poor people using the kernel-based estimator and the 

Fourier series produces an R2 value of 62.78 percent. From the modeling results obtained the Open 

Unemployment Rate has a positive effect on the percentage of poor people in Bali. Thus, to prevent an 
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increase in the percentage of poor people, the government must make efforts to reduce the increase of 

Open Unemployment Rate. Efforts that can be taken are for example opening new jobs, providing 

capital loans to open businesses independently and so on.  

The open unemployment rate significantly affects the poverty rate. Open unemployment refers 

to the part of the workforce that is actively looking for work but has not yet found a job. When the 

unemployment rate is high, more people lose stable income, which then worsens the economic 

conditions of individuals and their families. This ultimately increases the poverty rate. The open 

unemployment rate and the poverty rate are closely related, because high unemployment tends to 

increase the poverty rate. When many people are unemployed, they lose a stable source of income, 

which can ultimately lead to poverty. Reducing unemployment is one effective way to reduce poverty. 

The government has an important role in designing policies that can reduce unemployment and its 

impact on poverty. Here are some policies that are often implemented by the government: 

1. Job Creation Program 

a. Labor-Intensive Program: The government can launch a labor-intensive 

program that aims to create jobs for the community, especially in the 

infrastructure sector and public projects. Examples include the construction of 

roads, bridges, or environmental improvement projects. 

b. Incentives for the MSME Sector: Encourage the growth of Micro, Small, and 

Medium Enterprises (MSMEs) through tax incentive policies, subsidies, and 

entrepreneurship training. MSMEs are often the largest absorbers of labor in a 

country's economy. 

2. Skills Training and Vocational Education 

a. Upskilling and Reskilling: The government can focus on retraining 

unemployed workers by providing new skills needed by the market. This 

training can be done in the form of vocational education programs and 

technology-based training. 

b. Industry-Based Education: Ensuring that the education and training system is 

directly linked to the needs of the labor market, so that graduates have 

relevant skills and are more easily absorbed by industry. 

3. Sectoral Economic Development 

a. Development of the Agriculture, Fisheries, and Tourism Sectors: In rural 

areas, unemployment is often caused by a lack of jobs in the formal sector. 

The government can focus on developing potential sectors such as agriculture, 

fisheries, and tourism that can create many jobs. 

b. Support for the Creative and Digital Economy: Encouraging the creative and 

digital economy can also be an effective policy. The government can provide 

assistance in the form of training, funding, and digital infrastructure to 

encourage more job opportunities in this sector. 

4. Monetary and Fiscal Policy to Encourage Investment 

a. Foreign and Domestic Investment: Encouraging investment through 

conducive fiscal and monetary policies can open up more jobs. For example, 

the government can provide tax incentives to companies that open new jobs or 

invest in underdeveloped areas. 

b. Village Fund Program: One of the policies in Indonesia is the Village Fund 

which is aimed at infrastructure development in rural areas, with the hope of 

reducing local unemployment through job creation in local development 

projects. 

5. Social Protection 

a. Social Assistance (Bansos): Social assistance programs such as the Family 

Hope Program (PKH), Non-Cash Food Assistance (BPNT), and Pre-

Employment Cards are government efforts to maintain the purchasing power 

of poor and vulnerable people so that they still have access to basic needs 

such as education and health, even though they are unemployed. 

b. Subsidies and Welfare: Programs such as subsidies for basic necessities, 

electricity, or education can help the poor reduce their spending burden, even 

though they are unemployed. 
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6. Employment Policy and Labor Protection 

a. Minimum Wage Policy: Setting a decent minimum wage can help prevent 

poor workers or those who work from remaining in poverty. However, this 

policy must be balanced with business capabilities so as not to cause a 

reduction in the workforce. 

b. Employment Flexibility: Encourage more flexible employment policies, such 

as supporting freelancers and informal workers with social security and access 

to legal protection. 

7. Infrastructure and Urbanization Policy 

a. Infrastructure Development: Massive infrastructure development in various 

regions can open up jobs and increase economic mobility, especially in 

disadvantaged areas. 

b. Industrial Area Development: Building industrial areas and accelerating 

development in small towns and rural areas can be a long-term solution to 

address unemployment outside big cities. 

Government policies in dealing with unemployment must be holistic and involve various 

sectors. Not only creating jobs through physical development, but also by improving the quality of 

human resources through education, training, and support for industries that can absorb a lot of workers. 

By reducing unemployment, the government can directly reduce poverty rates and improve people's 

welfare. 

CONCLUSION 

It is given paired data 
( ) ,...,,2,1,,...,,,...,, 2121 niytttvvv iqiiipiii =

following a mixed regression 

model, that is
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 is approximated by kernel 

function and component 
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 is approximated by Fourier series function. Error  is assumed to be 

normally distributed with zero mean and constant variance. The function estimator results obtained: 
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The non-parametric regression model based on the kernel and Fourier series is applied to the 

percentage of poor people in Bali Province in 2020 with the response variable is the percentage of poor 

people (y), while the predictor variables are average length of schooling (v1) and literacy rate (v2) and 

the Open Unemployment Rate (t1). From the results of the model, it is interpreted that the percentage of 

poor people will increase by 1.90 percent for every 1 increase in the Open Unemployment Rate. This 

modeling produces an R2 of 0.6278. This means that the used variables can explain the model by 62.78 

percent.  

This research uses the basis of two nonparametric regression curves. Subsequent studies may 

use a basis of more than two nonparametric components that match the data pattern. In future research, 

it is expected to add predictor variables so that they can better represent the percentage of poor people. 

In addition, this research was developed using other kernel components such as the uniform kernel, 

triangle and so on. It is recommended that further research add predictor variables that influence the 

percentage of poverty in Bali, such as the rate of economic growth and the rate of inflation. 
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