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Abstract 

Social media platforms such as Twitter, Facebook, and YouTube have 

become significant channels for public discourse, where users freely 

express opinions, including negative sentiments and hate speech. To 

better understand public opinion, particularly in politically charged 

contexts, sentiment analysis can classify user comments as either 

positive or negative. This study aims to analyze public sentiment 

regarding the formation of a special advisory team for President 

Jokowi, using a sentiment classification approach. The study employed 

a Naïve Bayes classifier to analyze sentiment from 3,000 comments 

gathered from Twitter, Facebook, and YouTube. The dataset was 

divided into 80% training data (used to train the model with known 

sentiment) and 20% test data. The Naïve Bayes algorithm was chosen 

for its simplicity and effectiveness in handling large datasets in text 

classification tasks. The Naive Bayes classification on sentiment 

analysis of public opinion regarding the appointment of presidential 

advisors achieved an overall accuracy of 71% in classifying the test 

data. Negative sentiment was classified with an accuracy of 71%, while 

positive sentiment was classified with an accuracy of 70%. The results 

demonstrate that the Naïve Bayes classifier is a viable method for 

sentiment analysis in political discourse, although the model's 

performance indicates room for improvement. The novelty of this 

research lies in its focus on sentiment analysis of public opinion 

specifically related to presidential advisory appointments, an area not 

yet extensively explored in sentiment analysis studies. This study 

contributes to the field by providing insights into the public’s 

perception of political decisions using machine learning techniques. 

The implications for future research include refining classification 

methods for better accuracy and applying the model to other political or 

governmental topics. 
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INTRODUCTION 

As social media rapidly evolves into a primary communication medium for users worldwide, its 

significance in Indonesia continues to grow (Masood et al., 2022; Park & Oh, 2023). Platforms such as 

YouTube, Twitter, and Facebook have emerged as vital channels for expressing and sharing opinions. 

According to Hootsuite, Indonesia had 160 million social media users as of January 2020, reflecting a 

notable increase of 12 million (8.1%) between April 2019 and January 2020, with a penetration rate of 

59% (Negara et al., 2021). These platforms serve various purposes, including promotion and 

information dissemination, effectively connecting users across generations (Kusuma, 2020; Ida et al., 

2020; Nurhachita & Negara, 2021; Suwarni, 2021; Ali et al., 2023; Utami, Haryanto, & Subagyo, 

2024). 

In the political sphere, social media facilitates government communication and public 

engagement (Sari, Omeiza, & Mwakifuna, 2023; Utami, Johari, & Anggereini, 2023; Yohanie et al., 

2023; Fitriana & Waswa, 2024). However, contentious issues often arise, such as the mixed public 

reactions to the appointment of special presidential staff by Joko Widodo, which sparked significant 

debate across social media platforms. This discourse presents a critical opportunity to analyze public 

sentiment, categorizing opinions as positive, negative, or neutral. Despite the increasing presence of 

social media in political communication, effective methods for systematically analyzing public 

sentiment from the vast amount of generated data remain insufficient (Su et al., 2017). Traditional 

manual sentiment analysis is impractical given the sheer volume of data, which emphasizes the urgent 

need for automated techniques capable of handling this complexity. Existing methods often lack the 

scalability and accuracy required for real-time sentiment analysis, creating a gap that this research aims 

to address (Hajiali, 2020; Asrial et al., 2024; Zakiyah, Boonma, & Collado, 2024). 

The urgency of this research is underscored by the rapid growth of social media data and the 

necessity for governments and policymakers to understand public sentiment in real time. Social media 

serves as a critical space for public discourse, accurately identifying sentiments can significantly 

influence decision-making processes and enhance government responsiveness (Munir, 2023; Belkahla 

Driss et al., 2019; Weng et al., 2021; Asrial et al., 2023). Timely insights derived from sentiment 

analysis can empower policymakers to adapt their strategies in accordance with public opinion, thereby 

fostering greater democratic engagement. Machine learning is a data-based method, namely building 

models based on data. The more data is learned, the model or algorithm is able to recognize the system 

well and has high accuracy (Respati et al., 2022; Habibi, Jiyane, & Ozsen, 2023; Saputro et al., 2024). 

The use of the right algorithm is very important to see the speed of data processing and more 

accurate results, such as the use of the Floyd Warshall algorithm which is suitable for finding the 

shortest route that is simple and easy to implement (Lintang et al., 2021), or the C4.5 algorithm has 

advantages in processing data with nominal, orthogonal, and continuous values. Another algorithm that 

is often used for classification is support vector machine, such as in the study of Cause of Death 

Classification (Widya Utami & Nyoman Saptiari STMIK Primakara, 2020). To tackle the challenges of 

sentiment classification efficiently, this study will employ the Naive Bayes method, which is recognized 

for its speed and accuracy when applied to large and diverse datasets (Drus & Khalid, 2019; Ravinder et 

al., 2024). By processing a dataset of 3,000 comments collected from social media platforms, this 

research seeks to automate sentiment classification, thereby providing meaningful insights into public 

opinion and enhancing the understanding of political sentiment. 

The primary objectives of this study are to analyze public sentiment regarding the appointment 

of presidential staff using advanced sentiment analysis techniques, implement the Naive Bayes method 

to classify sentiments into positive, negative, and neutral categories, and evaluate the effectiveness of 

the Naive Bayes classifier in processing social media data, focusing on accuracy and reliability. By 

addressing these objectives, this research aims to fill the identified gap in sentiment analysis methods, 

offering valuable insights into public sentiment and enhancing the understanding of political discourse 

within Indonesia's vibrant social media landscape. This contribution not only advances the field of 

sentiment analysis but also aids policymakers in navigating the complexities of public opinion in a 

digital age. 
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RESEARCH METHOD 

Research Design 

Development and improvement of algorithmic capabilities and approaches in conducting social 

networking. The analysis, especially on the detection of communities on social networks, also 

continues. This research employs a quantitative approach to analyze public sentiment regarding the 

appointment of special presidential staff. By utilizing sentiment analysis techniques, the study aims to 

classify textual data into distinct sentiment categories-positive, negative, and neutral. The research flow 

for sentiment analysis can be seen in Figure 1. which is processed using the Python tool. The primary 

instrument used in this research is the Naive Bayes classifier, a statistical method for classification 

based on Bayes' theorem. This method is particularly well-suited for sentiment analysis due to its 

efficiency and effectiveness in handling large datasets. The research also employs text preprocessing 

techniques to prepare the data for analysis, including tokenization, stop-word removal, and stemming, 

which are essential for improving classification accuracy. 

Research Target/Subject 

Data collection involved extracting public comments related to the appointment of special 

presidential staff from the selected social media platforms. Comments were gathered using web 

scraping techniques, which allow for the automated extraction of data from online sources. The data 

collection process was conducted over a specific period to ensure the relevance and timeliness of the 

information gathered. This study uses a dataset with a CSV file type with an excel file extension. CSV 

(Comma Separated Values) is a data format in a database where each record is separated by a comma (,) 

or a semicolon (;). The data used is data taken from the social media Youtube, Facebook, and Twitter, 

where for YouTube social media the researchers took data from the official CNN Indonesia account 

with the title of the special presidential staff, the data is 21 thousand, for social media Facebook the 

researchers took data from the page. official Kompas TV with the title of Joko Widodo presisden's 

special staff with 1400 data and for Twitter social media the researchers took data with keywords 

(stafsus, special staff, and stafsus_presiden) with a total of 1010 data. The number of datasets used by 

researchers from three social media is 3000 data. with 80% training data and 20% test data. 

Dataset 

The data analysis process includes several key steps. First, the collected comments undergo 

preprocessing to clean and prepare the text for analysis. Next, the Naive Bayes classifier is implemented 

to classify the sentiments expressed in the comments into positive, negative, or neutral categories. The 

model's performance is evaluated using accuracy metrics, with a focus on the accuracy of each 

sentiment class. Additionally, confusion matrices are generated to analyze the classifier's performance 

in distinguishing between the sentiment categories. This systematic approach ensures that the analysis 

provides reliable insights into public sentiment regarding the appointment of special presidential staff. 

The data labeling process will be carried out to determine the classification of opinions or views 

from the results of the crawled comment data earlier (He & Zhou, 2011; Li et al., 2023). In this labeling 

process, it is divided into 3 classes. They are positive class, negative class and neutral class. An example 

of the data labeling process is shown in Table 1 below. In this case, class negative label -1 states that the 

comments are words that contain hate speech or hate speech, while positive class labeled 1 are words 

that do not contain hate speech elements and neutral class labeled 0 are neutral words. does not contain 

hate speech or contains hate speech. Each data will go through the preprocessing process by changing 

the form of unstructured data into structured data according to needs such as overcoming repetitive 

words, standard words, foreign words, and characters that have no meaning. 
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Figure 1. Research Framework 

 

Table 1. Data Labelling Result 

Comments Source Label 

Dodol....wamen, stafsus, 

stafsusmilenial, komisaris 

a,b,c...yg sifatnya bagi2 kue 

kekuasaan dan.tidak perlu,itu 

yg perlu dirampingkan.. 

Twitter -1 

Demokrasi butuh oposisi 
milenial. Oposisi partai 
politik. 

Youtube 0 

Pa jokowi pasti sdh 

mempertimbangkan & aq 

sangat menghargai nya. Krn 

org muda yg berdedikasi lebih 

baik dr yg tua tp bebal & 

bengal 

Facebook 1 

Labeling Data 

The types of data, how the data is collected, with which instruments the data is collected, and 

the techniques for collecting it, need to be explained clearly in this section. In the data analysis, several 

tasks were carried out, namely preprocessing. Preprocessing consists of several stages, namely: 

clearning, remove stopword, tokenization, stemming. Preprocessing is the stage of the process for 

cleaning data from unnecessary words or comments and words that have no meaning. This process is 

carried out in accordance with the contents of the data from the data collection process or data crawling 

from social media Youtube, Facebook, Twitter. The steps of the preprocessing process have the 

following sequence.  
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Cleaning is the process of removing symbols, punctuation, capital letters and numbers that often 

appear in comments from Twitter, Facebook and Youtube users (Krouska et al., 2016; Shahade et al., 

2023), so that the data becomes ineffective and has no meaning such as: (# \\ S + "," ", x,!, ()). This 

process is carried out using a program, so that this cleaning runs automatically before saving the 

decoded results in the form of an excel file, the researcher creates the dataset in excel form because the 

Python programming language has a library that provides read and write services for csv or excel file 

types. 

Remove Stopword is the process of removing meaningless words or words that have no 

meaning such as the word and, or, you, me (Chai, 2023; Saif et al., 2014). Tokenization is the process of 

breaking a sentence into pieces which are called tokens (Bakshi et al., 2016). A token can be thought of 

as a form of a word, phrase, or a meaningful element. Stemming is the process of changing a word into 

its basic form by removing the affixes before and after the word (Bakshi et al., 2016). 

Data analysis technique  

Data that has gone through the text processing stage can then proceed to the next stage, namely 

classification with the Naïve Bayes Classifier algorithm. Data in text form will appear two text 

classification results containing positive, neutral, and negative. The following is a calculation of the 

Naïve Bayes Classifier algorithm. The initial stage in the Naïve Bayes Classifier process is to calculate 

the probability of each class from the overall training data (Perdana & Pinandito, 2018). Testing 

process. This process is to determine the accuracy of the model built in the training process, generally 

using data called a test set to predict labels. The Naïve Bayes Classifier method consists of two stages in 

the text classification process, the training stage and the classification stage. At the training stage, an 

analysis process is carried out on a sample document in the form of vocabulary selection, namely words 

that may appear in the sample document collection which represent the document (Seref & Bostanci, 

2018). The next step is to determine the probability for each category based on a sample of documents. 

The following below is an example of calculating the Naïve Bayes Classifier. 

 

Table 2. Calculating the Naïve Bayes Classifier 

Set Document Word Label 

1 Dokumen 1 

President Jokowi must have considered this 

carefully, and I greatly appreciate it. 

Dedicated young people are better than the 

old but stubborn and unruly  

1 

2 Dokumen 2 

Congratulations to the young individuals 

selected by Pakde... hopefully, you can 

contribute to building our nation NKRI 

1 

3 Dokumen 3 
Democracy needs a millennial opposition. A 

political party opposition. 
0 

4 Dokumen 4 

Wkwkwk, can't accept it, can you, sir, that 

President Jokowi chose millennial special 

staff? Are you jealous because, as a senior, 

you weren't selected? 

-1 

5 Dokumen 5 

The Special Staff for Democracy needs full 

support from both the government and the 

public 

1 

 

In the example above, the negative class label -1 states that the comments are words that 

contain hate speech or hate speech, while the positive class labeled 1 are words that do not contain hate 

speech elements and the neutral class labeled 0 are words that contain hate speech elements. neutral 

does not contain hate speech or contain hate speech. The following below are the calculation results for 

testing data. 

 

𝑃(𝐻|𝑋) =
𝑃(𝑋|𝐻)𝑃(𝐻)

𝑃(𝐻)
   ... (1) 
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Calculate the prior probability of the positive, neutral, and negative classes. 

 

y(pos)=2/4 

y(net)=1/4 

y(neg)=1/4 

 

Then calculate the maximum likelihood value using the formula. 

 

𝑝𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟 =
𝑃𝑒𝑟𝑖𝑜𝑟 𝑥 𝑙𝑖𝑘𝑒𝑙ℎ𝑜𝑜𝑑

𝑒𝑣𝑖𝑑𝑒𝑛𝑐𝑒
  ... (2) 

 

y(baik |pos) = (2+1)/(12+23) = 3/35  

y(iri|pos) = (0+1) (12+23) = 1/35 

y(demokrasi |pos) = (0+1)(12+23)= 1/35  

 

y(baik |net) = (0+1)/(12+23) = 1/35  

y(iri|net) = (0+1)(12+23)= 1/35  

y(demokrasi |net) = (1+1)(12+23)= 2/35  

 

y(baik |neg) = (0+1)/(12+23) = 1/35  

y(iri|neg) = (1+1)(12+23)= 2/35  

y(demokrasi|neg) = (0+1)(12+23)= 1/25 

y(pos|d5) = 2/4*3/35*1/35*1/35= 3,49854E-05  

y(net|d5) = 1/4*1/35*1/35*2/35 = 1,16618E-05  

y(neg|d5) = 1/4*1/35*2/35*1/25 = 1,63265E-05  

y(pos|d5) > y(neg|d5) dan y(net|d5) 

 

The result of the above calculation is that the positive class on d5 has the highest value, so class 

d5 has a POSITIVE class. In the feature extraction process, the first process carried out by the system 

after tokenization is to convert the dataset into a vector representation using the library provided by 

Python called the Count Vectorizer library. For example, research uses 3 comments, including: 

• (D1) “Demokrasi butuh oposisi milenial. Oposisi partai politik” 

• (D2) “Selamat kpd para anak muda pilihan Pak Dhe...semoga bisa berkontribusi utk 

membangun NKRI” 

• (D3) “Pa jokowi pasti sdh mempertimbangkan & aq sangat menghargai nya. Krn org muda yg 

berdedikasi lebih baik dr yg tua tp bebal & bengal” 

 

After the system preprocesses, there are 4 standard words from the 3 sentences above, namely 

“Democracy”, “Congratulations”, “Youth”, and “Dedication”. After the above steps, each document is 

displayed as a vector with elements, when the word is present. in the document, the value is given 1, if 

not, then it is given a value of 0. For example, it is shown in Table 3. 

 

Table 3. Making Word Vector 

 Demokrasi Selamat Muda Dedikasi 

D1 1 1 0 0 

D2 0 0 2 1 

D3 1 0 0 1 

 

Documents that have been converted into word vectors will then be calculated using the TF-

IDF formula, using this formula will produce a word vector that has a weighted value. TF or Term 

Frequency itself is the number of times the words appear from a term in the document concerned, while 

IDF or Inverse Document Frequency is a calculation of how terms are spread or widely distributed in 

the collection of documents concerned. The process of calculating word weight is done by first 

calculating the TF or Term Frequency. You can see an example in Table 4. 
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Table 4. TF (Term Frequency) Calculating Process 

 D1 D2 D3 

Demokrasi 1 0 1 

Selamat 1 0 0 

Muda 0 2 0 

Dedikasi 0 1 1 

 

After the TF weight calculation process is complete, then the process of determining the DF or 

Document Frequency is carried out, namely the number of terms (t) appearing. You can see an example 

in Table 5. 

Table 5. DF (Document Frequency) Calculating Process 

T (Term) DF (Document Frequency) 

Demokrasi 2 

Selamat 1 

Muda 2 

Dedikasi 2 

 

Then after the TF and DF processes then proceed to calculate the IDF (Inverse Document 

Frequency) value by calculating the value from the log of D results or the number of documents in this 

case there are 3 tweets, of the 3 documents divided by the value of the DF (Document Frequency). Then 

it will produce a calculation value like Table 6. 

 

Table 6. IDF (Inverse Document Frequency) Process 

T (Term) DF (Document 

Frequency) 

D/DF IDF (Inverse Document 

Frequency) 

Demokrasi 2 1.5 log 1,5 = 0,176 

Selamat 1 3 log 3 = 0,477 

Muda 2 1.5 log 1,5 = 0,176 

Dedikasi 2 1.5 log 1,5 = 0,176 

 

After getting the IDF (Inverse Document Frequency) value, then proceed with calculating the 

TF-IDF. As in Table 7  Weighted Word Vector Examples below. 

 

Table 7. Example of TF-IDF Calculating Process 

Q 
TF 

D1 D2 D3 DF D/DF IDF IDF+1 D1 D2 D3 

Demokrasi 1 0 1 2 1.5 0.176 1.176 1.176 0 1.176 

Selamat 1 0 0 1 3 0.477 1.477 1.477 0 0 

Muda 0 2 0 2 1.5 0.176 1.176 0 2.35 0 

Dedikasi 0 1 1 2 1.5 0.176 1.176 0 1.176 1.176 

        2.653 3.528 2.352 

 

The results of the word vectors that have been weighted can be seen in Table 8. 

 

Table 8. Weighted Word Vector Example 

 Demokrasi Selamat Muda Dedikasi 

D1 1.176 1.477 0 0 

D2 0 0 2.352 1.176 

D3 1.176 0 0 1.176 

RESULTS AND DISCUSSION 

Feature extraction process and the Naïve Bayes classification process which will later be 

compressed into one pipeline vectorizer class => transfomer => classifier. The classification process 

runs with the help of a library in the Python3 programming language which has the name scikit-learn 
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library for the classification process, besides that there are numpy and pandas libraries as data reading. 

For the scikit-learn library used here are Pipeline, Count Vectorizer, Naïve Bayes, Multinomial NB, 

Confusion Matrix, Tfidf Transformer, and f1 Score. The first step in working on the feature extraction 

and classification process is to install the necessary libraries. Furthermore, after all libraries are 

installed, it is continued with the process of declaring all libraries that will be used. The program code 

for the declaration is in Figure 2. 

 

 
Figure 2. The Library declaration function used 

 

After completing the declaration of the library, it is continued with the process of taking a 

dataset that will be used as training data using the Pandas library. For the program code in Figure 3. 

 
Figure 3. Calls Up The Data Set 

 

Furthermore, the process of making a pipeline class in which there are 3 steps, namely 

changing the dataset from which Twitter data is crawled into a vector representation (converting letters 

to numbers) using the Count Vectorizer library with weighting using word vectors in the Tfidf 

Transformer library, the last stage is classification using the Multinominal Naive Bayes library. The 

process of implementing the three pipeline class creation processes is in Figure 4. 

 

 
Figure 4. The Pipeline Class Implementation Process 

 

In the process of classifying this data, the researcher used randomized test data from 20% or 0.2 

of the training data. The process of classifying this data is carried out using probability calculations 

from each class, so that new researchers can get clear results from the predicted data input. The final 

stage after carrying out all the classification processes, then it can be calculated from the performance of 

the algorithm used. 

Feature extraction process and the Naïve Bayes classification process which will later be 

compressed into one pipeline vectorizer class => transfomer => classifier. The classification process 

runs with the help of a library in the Python3 programming language which has the name scikit-learn 

library for the classification process, besides that there are numpy and pandas libraries as data reading. 

For the scikit-learn library used here are Pipeline, Count Vectorizer, Naïve Bayes, Multinomial NB, 

Confusion Matrix, Tfidf Transformer, and f1 Score. The first step in working on the feature extraction 

and classification process is to install the necessary libraries. Furthermore, after all libraries are 

installed, it is continued with the 
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Test the Twitter Data Model 

To determine the level of performance of the Naïve Bayes Algorithm, the researchers tested the 

model. The results of the classification will later be displayed in the form of confusion matrix. The table 

displayed in this confusion matrix consists of predicted class and actual class. The model of confusion 

matrix can be seen in Table 9. 

 

Table 9. Confusion Matrix Model 

  Predict Class 

  Class A Class B 

Actual 

Class 

Positive TP FP 

Negative FN TN 

 

To find out the value of the accuracy of the model, it is obtained from the right amount of data 

the clarification results are divided by the total of the data. In the test process this model will produce a 

confusion matrix with a size of 2x2 which can be seen in Table 10. 

 

Table 10. Confusion Matrix Results 

  Predict Class 

  Positive Negative 

Actual 

Class 

Positive 358 96 

Negative 143 228 

 

As in Table 10 above, the confused matrix matrix with a size of 2 x 2 each column represents 

the value of each class, namely the positive class and the negative class. To calculate the process of 

calculating the value of precision, recall and f-1 score in this system can be seen in Figure 5. 

  

 
Figure 5. The process of calculating the value of precision, recall and F-1 score 

  

The results of the precision, recall, and f-1 score have an assessment measure of 0-1. The 

higher the value, the better, in the sense that the closer to the number 1 value from 0, the better the 

system. The results of the process of evaluating the overall model of this system are shown in Figure 6 

below. 

 

 
Figure 6. Model Test Result 

 

By knowing the value of precision, recall, and f-1 Score in the performance of the entire 

system, we can find out the ability of the system to find the accuracy or truth of the information 

requested by the user with the answer results issued by the system and inform the success rate of a 
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system. in determining back information or the accuracy value is 71%. The results of the precision, 

recall, and f-1 score values in each class are shown in Table 11 below. 

 

Table 11. Results of The Value Precision, Recall, And F-1 Score 

Classification Precission Recall F-1 Score 

Positive 0.71 0.79 0.75 

Negative 0.70 0.61 0.66 

 

It can be seen from the model test results in Table 11 that the precision and recall values of 

each class can be seen the level of system processing ability in finding the level of accuracy between the 

information desired by the user as a positive class is "71%", and for negative class is "70. % ". The 

success rate of system processing in retrieving positive class information was “79%”, for negative class 

it was “61%”. With these values it can be said that the system performance from the success of the 

system to find back information that is positive and negative. The result shown in Figure 7. 

 

 
Figure 7. Graph of Sentiment Analysis Model Test Results on Twitter 

 

Test the Facebook Data Model 

In the test process this model will produce a confusion matrix with a size of 2x2 which can be 

seen in Table 12. 

 

Table 12. Confusion Matrix Result 

  Predict Class 

  Positive Negative 

Actual 

Class 

Positive 558 105 

Negative 261 334 

    

Get the results from the accuracy value and 2x2 confusion matrix in Figure 8. 

 

 
Figure 8. Model Test Results 

 

The accuracy value obtained from testing the model is 71.0% whose calculation process is 

based on the number of values of the diagonal confusion matrix divided by the entire amount of data. 

Because the amount of data in each training data class is not balanced, the amount of accuracy value is 

not the most important. The results of the precision, recall, and f-1 score values in each class are shown 

in Table 13. 
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Table 13. Result Of The Value Precision, Recall, And F-1 Score 

Classification Precission Recall F-1 Score 

Positive 0.64 0.68 0.66 

Negative 0.77 0.73 0.75 

 

It can be seen from the results of the evaluation of the model in Table 16, it can be seen that the 

precision and recall values of each class can be seen the level of system processing ability in finding the 

level of accuracy between the information desired by the user as a positive class is "64%", and for 

negative class is "77 % ". The success rate of system processing in retrieving positive class information 

is “68%”, for negative class is “73%”. With these values it can be said that the system performance 

from the success of the system to find back information that is positive and negative. The result shown 

in Figure 9. 

 
Figure 9. Graph of Sentiment Analysis Model Test Results on Facebook 

 

Test the Youtube Data Model 

In the test process this model will produce a confusion matrix with a size of 2x2 which can be 

seen in Table 14. 

 

Table 14. Confusion Matrix Result Youtube 

 
 

Predict Class 

Positive Negative 

Actual 

Class 

Positive 440 144 

Negative 356 268 

 

The accuracy value obtained from testing the model is 70.0% whose calculation process is 

based on the number of values of the diagonal confusion matrix divided by the entire amount of data. 

Because the amount of data in each training data class is not balanced, the amount of accuracy value is 

not the most important. The results of the precision, recall, and f-1 score values in each class are shown 

in Table 15 below. 

 

Table 15. Results Of The Value Precision, Recall, And F-1 Score 

Classification Precission Recall F-1 Score 

Positive 0.71 0.59 0.64 

Negative 0.69 0.73 0.75 

  

It can be seen from the results of the evaluation of the model in Table 15, it can be seen that the 

precision and recall values of each class can be seen the level of system processing ability in finding the 

level of accuracy between the information desired by the user as a positive class is "71%", and for 

negative class is "69 % ". The success rate of system processing in retrieving positive class information 

was “59%”, for negative class was “73%”. With these values it can be said that the system performance 

from the success of the system to find back information that is positive and negative. The result shown 

in Figure 10. 
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Figure 10. Graph of Sentiment Analysis Model Test Results on Youtube 

 

The data results from this study highlight that the Naive Bayes classifier achieved an accuracy 

of 71% in categorizing public sentiment related to the appointment of special presidential staff. This 

accuracy aligns with findings from previous research, such as Samuel et al., (2020); Gaye et al., (2021); 

and Landeghem et al., (2022), which also demonstrated the robustness of Naive Bayes for sentiment 

classification on large, diverse datasets. However, while comparable to prior studies, the 71% accuracy 

indicates room for improvement, particularly in handling informal language and imbalanced data. The 

71% accuracy suggests that while Naive Bayes is effective, factors such as non-standard language, 

including slang common on social media, and dataset imbalance affect the overall performance. Studies 

by (Junior et al., 2021) found similar limitations when working with informal, unstructured data. This 

research further confirms the need for enhanced preprocessing techniques to address these challenges 

and improve model accuracy. These findings can be generalized to broader political discussions on 

social media, offering valuable insights into how public opinion is shaped and expressed online. 

The implications are significant for both political analysts and policymakers, as real-time 

sentiment analysis can offer actionable insights to guide decision-making and public communication 

strategies. Policymakers could use this data to better understand the public's response to political events 

and decisions, allowing them to respond more effectively. The novelty of this research lies in its 

application of Naive Bayes to sentiment analysis within Indonesia's political landscape. While Naive 

Bayes has been widely used in other domains, its specific application to understanding public sentiment 

surrounding presidential appointments in Indonesia offers fresh perspectives and adds to the growing 

field of political sentiment analysis. However, there are limitations to this study. The dataset, though 

substantial, was limited to 3,000 data points, and the imbalance in sentiment classes (positive, negative, 

neutral) affected the overall classification accuracy. Additionally, informal language on social media 

posed a challenge for classification models, underscoring the need for better handling of non-standard 

language.  

Future research should focus on expanding the dataset and employing more advanced language 

preprocessing techniques, such as word embedding models or transformers, which have shown promise 

in handling unstructured social media data. Additionally, exploring ensemble methods that combine 

Naive Bayes with other classifiers may lead to improved accuracy in sentiment classification. This 

could pave the way for more robust sentiment analysis systems in the political domain and beyond 

CONCLUSION 

The Naive Bayes method proved effective for classifying sentiment in social media data, 

particularly from platforms like Twitter, Facebook, and YouTube. However, the accuracy of 

classification is significantly influenced by the balance of word distribution across training classes and 

the presence of non-standard language, such as slang. This underscores the need for balanced datasets 

and careful preprocessing of informal language to optimize classification performance. The analyze 

public sentiment regarding the formation of a special staff for President Jokowi, using the Naive Bayes 

Classifier algorithm for data classification. The classification results on the test data showed that the 

algorithm achieved an accuracy rate of 71%. The accuracy for each sentiment was 71% for negative 

sentiment and 70% for positive sentiment, indicating that the method performs reasonably well in 

sentiment classification, although there is still room for improvement. 

The findings from this study demonstrate the potential of machine learning, specifically Naive 

Bayes, as a powerful tool for analyzing public sentiment in political discourse. In a political context, 

understanding public opinion such as reactions to government appointments can provide valuable 
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insights for policymakers and political strategists. This type of analysis can be used to gauge public 

support or dissatisfaction with political decisions in real time, offering governments and political actors 

a data-driven approach to crafting more responsive and informed policies. Future sentiment analysis 

research should focus on enhancing preprocessing techniques to better manage non-standard language 

and achieve more balanced datasets. Moreover, the political world could benefit from further 

development of advanced sentiment analysis algorithms tailored to the nuances of political 

communication on social media, helping to identify public trends and opinions with greater accuracy. 
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